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Exercise -1: Installing visone

The goal of this exercise is to have visone running on your computer.

For detailed installation instructions please check out the official visone Wiki here:
http://visone.info/wiki/index.php/Installation_%28trail%29

Requirement:

2 Java SE is installed on your operating system:
http://www.oracle.com/technetwork/java/javase/downloads/jre8-downloads-2133155.html

Variant a) Webstart:

2 Visit http://visone.info/ with your web browser.

2 Click Webstart to launch visone directly from the browser.

Variant b) Local Installation:

2 Download the current stable visone version here:
http://visone.info/html/download.html

2 Run the downloaded visone JAR file by double-clicking the downloaded file, or executing the fol-
lowing command:
java -jar visone-x.x.x.jar

Tip: You can run visone with more memory by specifying e.g. -Xmx2g for 2GB of memory:
java -Xmx2g -jar visone-x.x.x.jar

Result

2 You see the graphical user interface of visone .

Figure 1: Graphical user interface of visone after startup.

You accomplished the exercise :-)

Now you are ready for the tutorial!
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Chapter 1

Introduction

1.1 Welcome to visone

So, you finally decided to get into the basics of visone . That’s great! visone is developed by the members
of the Algoritmics Group of the Department of Computer and Information Science at the University of
Konstanz. It is a free research tool and does not aim for any kind of commercialization. visone allows
you to apply various algorithms and methods in order to analyze and visualize networks. This tutorial
is meant for beginners who have little or no experience with Network Science.
You can find more advanced tutorials and further information here:
http://visone.info/wiki/index.php/Main_Page

Also, in case you experience any trouble, the official visone news group might be of interest to you:
https://groups.google.com/forum/#!forum/visone-users

The tutorial is built up in the following way:

• We will first have a general look at the visone graphical user interface.

• The next chapters address Network Science topics, where within a chapter

– first, we explain methodological basics, and

– then you can actively experience visone throughout exercises.

This way of approaching the topic shall emphasize the importance of understanding the prin-
ciples behind the methods offered in visone before applying them, to not eventually end up
with misleading interpretation of the data.

• The last chapters point out more Network Science software resources and advanced reading mate-
rial.

1.2 Tutorial Overview

Throughout this tutorial you will create 2 network visualizations of a Maya obsidian network. You will
get to know more details on the data set at the beginning of exercise 1. Figure 2 provides an overview
about the methodological pipeline you will run through within 10 exercises.

The general steps are as follows:

2 Loading the data set from CSV files (Exercise 1 & 2).

2 Filtering and editing the network (Exercise 3 to 5).

2 Computation of centrality measures (Exercise 6).

2 Clustering of nodes (Exercise 7).

2 Visualizations (Exercise 8 to 10).
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Figure 2: Tutorial Overview. Throughout 10 exercises you will learn how to load a Maya obsidian network in visone . In next steps you will reveal more
structure of the network by filtering nodes and edges from the hairball. Centrality measures and clustering will provide further insight into the
network. In the last steps you will see how to produce visualizations by mapping attribute data to visual variables and applying meaningful
layout techniques.
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1.3 visone Interface

Figure 3 shows the interface of visone .

Figure 3: Graphical User Interface of visone .

2 There is a menu bar at the top of the window containing the menus file, edit, nodes, links, view
and about.

2 Below the menu bar you find a tool bar offering quick access to general functions.

2 On the right you find the network panel showing a basic network with 6 nodes and 7 edges.

2 On the left below the tool bar there is a network overview panel which provides an overview about
the network and highlights the viewport of the network panel in grey.

2 Below the network overview panel you can find a search box to quickly access algorithms and
methods.

2 Below the search box there are 4 tabs each grouping methods for analyzing, visualizing, modeling
and transforming a network.

2 Within a tab panel you can select and configure a method, e.g. in figure 3 there is selected a
method to compute the degree of the network nodes.

2 Below the tab panel there is a control panel where you can choose a network to apply a method
on, get some info on the method itself and execute a method by clicking on analyze.
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1.3.1 Menu Bar

The menu bar is structured in 6 menus:

File menu

• new - create a new network in the network panel

• open - load a network from file

• create - generate a network by with network gen-
eration algorithms

• create copy - create a copy of the currently dis-
played network in the network panel

• save - save the currently displayed network

• save as... - open the save dialog to save the
currently displayed network with different name
or format

• export - export the currently displayed network
as image, PDF or other special file formats

• print - print out the currently displayed network

• options - change general settings of visone and
setup extensions (e.g. connection to R)

• close network - close the currently displayed net-
work

• exit - exit visone
Figure 4: File menu of the visone menu bar.

Edit menu

• select all - select all nodes and edges

• deselect all - deselect any selected nodes or edges

• invert selection - invert the selection of selected
nodes and edges

• cut - cut the currently selected nodes and edges

• copy - copy the currently selected nodes and
edges

• paste - paste the nodes and edges that have been
cut or copied before into the currently displayed
network

Figure 5: Edit menu of the visone menu bar.
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Nodes menu

• delete nodes - delete the currently selected nodes

• delete isolates - delete the nodes that are not
connected to any other node (called isolates)

• delete all group nodes - delete all nodes that rep-
resent a group of nodes (called groups)

• select all - select all nodes

• deselect all - deselect all nodes

• select neighbors - expand the current selection
of nodes by additionally selecting their directly
connected nodes (called neighbors) and edges

• select incident links - expand the current selec-
tion of nodes by additionally selecting any direct
links between the selected nodes

• invert selection - invert the selection of selected
nodes

• select groups - select all group nodes

• templates - opens the node template dialog

• properties - opens the node properties dialog

Figure 6: Nodes menu of the visone menu bar.

Links menu

• delete nodes - delete the currently selected links

• delete loops - delete links from a node to itself
(called loops)

• delete bends - delete anchor points of links
(called bends)

• reverse direction - reverse the direction of di-
rected links

• make directed - make undirected links directed

• make undirected - make directed links undi-
rected

• select all - select all links

• deselect all - deselect all links

• invert selection - invert the selection of selected
links

• templates - opens the link template dialog

• properties - opens the link properties dialog
Figure 7: Links menu of the visone menu bar.
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View menu

• zoom in - increase the zoom level of the network
panel

• zoom out - decrease the zoom level of the net-
work panel

• zoom 100% - zoom the network panel to 100%

• fit network - fit the whole network into the net-
work panel

• fit all networks - fit all opened networks into
their respective network panels

• refresh - refresh the network panel

• draw multi-links - allow the network panel to
display more than one link between two nodes
(called multi-links)

• clear background - remove the background of the
network panel

• modes - change the interaction mode with the
network panel (analysis, edit and stress mode).

Figure 8: View menu of the visone menu bar.

About menu

• about visone - get some information about
visone (version number, link to website, licenses)

Figure 9: About menu of the visone menu bar.
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1.3.2 Tool Bar

We quickly outline the functionality of the buttons in the visone tool bar from left to right :

Figure 10: visone tool bar.

• new empty network - create a new empty network tab in the network panel

• open network from file - load an existing network from file

• save network to file - save the currently displayed network in the network panel to a file

• zoom out - decrease the zoom level of the network panel

• zoom level combo box - select a specific zoom level

• zoom in - increase the zoom level of the network panel

• zoom to 100% - set the zoom level to 100%

• zoom to fit network - automatically adjust the zoom level to perfectly fit your network

• zoom to fit all - automatically adjust the zoom level of all open networks to a common viewport

• attribute manager - opens the attribute manager

1.3.3 Interaction Modes

In the tool bar you can switch between three different interaction modes to interact with the network
panel.

Figure 11: Interaction modes in the tool bar.

• analysis mode

In analysis mode you can select nodes and edges, or drag nodes to change their position.

• edit mode

In edit mode you can select nodes and edges, or drag nodes to change their position.

• stress mode

In stress mode you can improve local stress while dragging nodes, which is useful in the exploration
of large graphs.
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1.4 Reminders

Before we start out with the first exercise make yourself aware of 3 important reminders while working
with visone .

1. There is no undo / redo functionality.

This feature would require extensive memory usage, which is not practical for most Desktop environ-
ments. Instead, we recommend to save intermediate results to separate files, as well as to make use
of the Result in New Tab feature that can be found at the bottom left of the visone window.

Figure 12: Instead of overwriting the active network you can show the result in a new tab whenever
applying changes to your network.

2. There is a Quick Layout Button at the top right of the visone window.

The quick layout button provides a default layout of your network. This is meant for getting quick
insight, but should not replace in-depth thinking about which layout method to choose when producing
actual visualizations.

Figure 13: Use the Quick Layout button to get a default layout of your network.

3. Use the search box if you forgot where to find a certain function or to quickly access methods.

The search box on the left of the visone window provides fast access to the features.

Figure 14: Example of a search box query.
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Exercise 0: Drawing a New Network

The goal of this exercise to get familiar with the visone interface and the interaction with the network
panel.

Tasks

2 Create a new network panel by opening the file menu and selecting new.

Figure 15: Create a new network panel.

2 Switch to edit mode by clicking the red pencil in the tool bar.

Figure 16: Switch to edit mode.

2 Click on the network panel to create some new nodes.

Figure 17: Create some nodes.
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2 Click a node (the link source) to start a new link, and click another node (the link target) to end
the link.

Figure 18: Create some links.

2 Click a node to start a new link, and click the same node again to make a loop to the node itself.

Figure 19: Create a loop.
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2 Show the direction of the links by selecting make directed in the links menu.

Figure 20: Make the network directed.

2 Switch to analyze mode by clicking the black pencil in the tool bar.

Figure 21: Switch to analyze mode.

2 Select some nodes by clicking and holding (called dragging) the left mouse button and drawing a
rectangle around them.

Figure 22: Multiple selection of nodes.
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2 Change the position of the selected nodes by dragging any of the selected nodes to another position.

Figure 23: Change position of selected nodes.

2 Right click any of the selected nodes and group them.

Figure 24: Group selected nodes.
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2 Click the file menu and export your network to a folder of your choice as a PNG image using
the export dialog.

Figure 25: Export your network as PNG image.

Result

2 You see the exported PNG file of your network in your chosen folder.

You accomplished the exercise :-)

You are now familiar with the visone interface and the basic interaction with the
network panel.
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Chapter 2

CSV-based File Formats

Of course you do not want to manually redraw your real world data sets by hand. Therefore visone sup-
ports various input file formats.
In general, the transformation of your raw data sets into visone file formats is done in e.g. Microsoft
Excel, LibreOffice Calc, or also scripting languages such as R, Python, etc.
Throughout the exercises you will be provided with a preprocessed data set that you can just directly
import. However, we still want to give a short overview about typical file formats, so that in the future
you can decide on your own which is the easiest format into which you can transform your data sets.

Consider the following examplary network of 5 nodes with labels A,B,C,D,E and 6 edges:

Figure 26: Examplary network consisting of 5 nodes and 6 edges.

2.1 Adjacency Matrix

Assume you have 5 nodes in the network as given in figure 26. The adjacency matrix is then a table of
5 rows and 5 columns with the node labels as row and column header.
Now whenever there is a link between 2 nodes, say between node A and node C, the corresponding cell
value at row A and column C is set to 1. When there is no link between two nodes the respective cell
value is set to 0.
The adjacency matrix of the network in figure 26 would then look like the following:

A,B,C,D,E

A,0,0,1,0,1

B,0,0,1,1,0

C,1,1,0,0,1

D,0,1,0,0,1

E,1,0,1,1,0

Note that in the case of undirected networks this matrix is symmetric over the diagonal, whereas in
directed networks this does not need to be the case. Instead of 1’s you may also specify a decimal value
as weight for the edges.
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2.2 Adjacency List

An alternative way of formatting your data is the adjacency list. The adjacency list is a list of rows where
the node specified in the first column is adjacent (that means connected via a link) to all the remaining
nodes of the columns of the same row. Considering the example network in figure 26 where node A is
connected to nodes C and E, we would for example create a row

A,C,E

in the adjacency list, meaning that A (first column) is adjacent to C and E (remaining columns). The
full adjacency list of the network in figure 26 would therefore look like the following:

A,C,E

B,C,D

C,A,B,E

D,B,E

E,A,C,D

Note that in the case of undirected networks it is not necessary to specify adjacency twice in reversed
direction, so the above adjacency matrix could be further simplified to

A,C,E

B,C,D

C,E

D,E

2.3 Edge List

In the edge list format you can further specify attributes for the links between nodes, e.g. weight of the
link, or type of the link. Compared to the adjacency list, you cannot put multiple target nodes in one
row, but need to specify one row for each pair of source and target node. We make up additional link
attributes weight (e.g. between 1 and 5) and type (e.g. one of X, Y , Z) for the network in figure 26,
and thus would receive the following edge list:

Source, Target, Weight, Type

A,C,5,X

A,E,3,X

B,C,5,Y

B,D,1,Z

C,E,4,X

D,E,5.Y

2.4 Other File Formats

You can check out further supported file formats (e.g. GraphML, UCINET, Pajek, Siena, ...) in the
visone Wiki here:
http://visone.info/wiki/index.php/Supported_network_formats
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Exercise 1: Loading the Data Set

The goal of this exercise is to load a data set to work with during the upcoming exercises.

Preliminaries

We prepared a Maya Obsidian data set kindly provided by [Golitko et al., 2012]. The original data
set consists of ≈ 120 sites for which obsidian distributions from 5 different sources has been assembled
over 4 periods. To provide you an overview of the geographic situation figure 27 shows a map of eastern
Mesoamerica where the sites are displayed as nodes. We colored the site nodes following the classification
into geographical zones by [Adams and Culbert, 1977].

Figure 27: Map of eastern Mesoamerica showing the sites contained in the data set as nodes. The node
colors encode the zone of the site as defined in [Adams and Culbert, 1977].
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Throughout the exercises we will only make use of the data of the first period (Classic). For each site
the data set contains the total amount of sourced obsidian and the distribution of obsidian according to
the 5 sources El Chayal (ELC), Ixtepeque (IXT), San Martin Jilopeque (SMJ), Other (Other)

and Mexican (MEX). The data set looks like the following:

SiteID Site Zone Latitude Longitude Classic (n) ELC IXT SMJ Other MEX

5 RioArriba Soconusco 15.144912 -92.738855 70 0.357 0 0.643 0 0
9 LasLomas Soconusco 15.134732 -92.711476 12 0.583 0 0.417 0 0
10 Acapetahua Soconusco 15.271606 -92.693620 183 0.415 0 0.508 0.035 0.038
12 Izapa Soconusco 14.907954 -92.166707 20 0.45 0 0.4 0.15 0
... ... ... ... ... ... ... ... ... ... ...

Table 2.1: Samples from the Maya Obsidian Data Set

Based on this data we related each two sites by computing the Brainerd-Robinson similarity [Robinson, 1951,
Brainerd, 1951] between their respective obsidian distribution with the software R. The result is an ad-
jacency matrix where the cell value indicates the similarity between the two sites in the respective row
and column - the higher the value, the more similar are the two sites according to the obsidian in their
assemblages.

Tasks

2 Click the open button in the visone tool bar.

Figure 28: Click the open button in the visone tool bar.

2 Make sure you selected .csv as the file type and open the adjacency matrix file maya network.csv

that you can find in the workshop supplementary material.

Figure 29: Open the adjacency matrix file maya network.csv that you can find in the workshop supple-
mentary material.
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2 In the import dialog select adjacency matrix as the data format, make sure you have the same
settings as given in figure 30 and click ok.

Figure 30: Import dialog

Result

2 The network panel shows the loaded network of Maya sites as nodes. Links hold the Brainerd-
Robinson Similarity between each two connected sites. Since there is a link from any node to any
other node (called a complete network) we only see a meaningless hairball. Throughout the next
chapter you will learn ways of gaining more insight into the structure of the network.

Figure 31: Network loaded in the network panel

You accomplished the exercise :-)

You are now able to load networks in visone .
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Chapter 3

Network Editing

In this chapter we will make use of the attribute manager of visone . The attribute manager is a
powerful tool that allows you to

• browse and edit node or link attribute values,

• filter for nodes or links based on attribute values,

• configure node or link attributes,

• calculate with node and link attributes,

• import additional node or link data.

3.1 Visone Attribute Manager

The attribute manager can be opened via the toolbar as shown in figure 32.

Figure 32: Opening the attribute manager via the tool bar.

At the top of the attribute manager dialog there are 4 buttons (node, link, dyad, network). In most of
the cases you will choose either node or link here, so we will ignore dyad and network in this tutorial.
The 6 edit operations at the left of the dialog provide access to different functions for editing node or link
attributes. We will shortly outline the possibilities covered by the edit buttons before you can actively
use them throughout another exercise.

• Show & Edit - the Show & Edit button opens
a view where you can take a look at the node
or link attributes. Also, when you activate the
allow editing checkbox at the bottom left of the
view, you can directly edit attribute values.

Figure 33: Show & Edit View of visone at-
tribute manager.
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• Select - the Select button allows you to select
e.g. links based on a certain attribute value.
In figure 34 we selected all links for which the
attribute csv value is 201. The selected links are
highlighted in the visone network panel.

Figure 34: Select View of visone attribute
manager.

• Configure - the Configure button opens a view
where you can modify the specification of at-
tributes. For example, you can rename at-
tributes, or create and specify the attribute type
as indicated for links in figure 35.

Figure 35: Configure View of visone attribute
manager.

• Manipulate - the Manipulate button opens a
view where you can manipulate attribute values
with different kinds of operations. For exam-
ple, in figure 36 we normalize the attribute csv
value (to the range [0, 1]) and write the result
to a new attribute called normalized value. In
the manipulate view you can also compute the
mean of an attribute, add or multiply values,
etc.

Figure 36: Manipulate View of visone attribute
manager.
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• Filter - the Filter button provides access to a
view where you can specify simple queries to
filter for certain nodes or links. Figure 37 shows
how to select all links for which the csv value is
higher than 150. With the radio button group
at the bottom of the view you can further specify
whether the filter result should replace, add to,
be removed from or be interesected with the
current selection. For example, you could first
select all links for which the csv value is higher
than 150, and then intersect with all links for
which the csv value is lower than 170, in order
to obtain a selection of all links with csv value
between 150 and 170.

Figure 37: Filter View of visone attribute
manager.

• Import & Export - the Import & Export but-
ton opens a view where you can import addi-
tional (or export existing) attributes that are at-
tached to nodes or links of your network. When
you load an adjacency matrix as done before
throughout Exercise 1, visone only creates iden-
tifier attributes (called ID) for nodes and links,
and the csv value attribute for links which rep-
resents the weight (i.e. the strength of the con-
nection). The Import & Export view allows to
load additional information, e.g. other link at-
tributes, or, as in our Maya obsidian network,
information about the site geography and ob-
sidian distribution as indicated in figure 38.

Figure 38: Import & Export View of visone at-
tribute manager with Node Import
Dialog in the foreground.
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Exercise 2: Importing additional Site Attributes

The goal of this exercise is to import additional site attributes that have not been encoded in the
adjancency matrix so far.

Tasks

2 Click the attribute manager button in the visone tool bar.

Figure 39: Click the attribute manager button in the visone tool bar.

2 Select the node button at the top of the attribute manager, and click import & export on the left
of the attribute manager. You see the import & export view.

Figure 40: Import & Export view of the visone attribute manager.
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2 Click the ’...’-button left of the import button in the import & export view of the attribute
manager as shown in figure 41. A file import dialog will appear.

Figure 41: Click the ’...’-button left of the import button.

2 Choose the file site attributes.csv which you can find in the supplementary material of this
tutorial and click ok.

Figure 42: Choose the site attributes.csv file contained in the supplementary material of this tutorial
and click the ok button.
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2 In the load options dialog, have a look at the settings and make sure to configure everything as
shown in figure 43. Click ok to finally import the node attributes.

Figure 43: Make sure to use these settings in the load options dialog and click ok.

Result

2 The show & edit view for nodes in the attribute manager now contains all the node attributes
that have been imported.

Figure 44: Show & Edit view for nodes now contains all the imported node attributes.

You accomplished the exercise :-)

You are now able to import additional attributes in visone .
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Exercise 3: Filtering and Deleting Nodes

The goal of this exercise is to remove unreliable sites that have too little observations and therefore are
not meaningful enough for the analysis.

Tasks

2 Open the Filter view for nodes in the attribute manager and select the attribute Classic (n).

2 Activate the smaller than and equal checkboxes right to the attribute selection, and specify the
value 10 as shown in figure 45.

2 Click on select in the lower left of the attribute manager, which will now select all the sites that
have less or equal 10 obsidian observations in the classic period.

Figure 45: Filter view in the attribute manager

2 Close the attribute manager.

2 Delete the selected nodes by clicking on nodes in the visone menu bar, and then selecting Delete

nodes from the menu as shown in figure 46.

Figure 46: Delete the selected nodes via the menu bar.
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Result

2 The network panel shows your network without the nodes you just deleted. You see a directed

network still containing self-loops from nodes to themselves.

Figure 47: The network panel shows your network without the nodes you just deleted

You accomplished the exercise :-)

You are now able to filter and delete nodes.
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Exercise 4: Configuring and Manipulating Link Attributes

While for a similarity measure (such as the Brainerd-Robinson Similarity) a high value represents a
strong relationship between nodes, a high value in a distance measure indicates that two nodes are more
distant, i.e. less similar. Since many of the algorithms in visone are based on distance, the goal of
this exercise is to convert the Brainerd-Robinson Similarity into the Brainerd-Robinson Distance by
substracting each link weight from the Brainerd-Robinson Similarity maximum value, which is 201 in
our case. Thus, for any two nodes A and B in our network, we will transform the Brainerd-Robinson
Similarity BRS

A,B into the Brainerd-Robinson Distance BRD
A,B via the following equation:

BRD
A,B = 201 −BRS

A,B

Remember that the Brainerd-Robinson Similarity BRS
A,B has so far been captured in the csv value link

attribute.

Tasks

2 Open the attribute manager again, and select the Configure view for links.

Figure 48: Open the Configure View in the attribute manager.
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2 Click into the textfield csv value and rename the attribute to br similarity.

2 Apply the rename operation by clicking on apply in the lower left of the attribute manager.

Figure 49: Rename the attribute csv value to br similarity

2 Open the Manipulate view for links in the attribute manager.

2 Choose manipulate values and the scale operation as shown in figure 50.

2 Select br similarity as the attribute to scale by -1 and write br distance for the result attribute
as shown in figure 50.

2 Apply the operation by clicking on apply in the lower left of the attribute manager.

Figure 50: Scale the attribute br similarity by -1 and save the result to a new attribute br distance
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2 Next, instead of scale choose add as the operation.

2 Set both the attribute and the result attribute to br distance, and write 201 for the offset.
Compare your settings to figure 51.

2 Apply the operation by clicking on apply in the lower left of the attribute manager.

Figure 51: Add 201 to the new br distance attribute

Result

2 The Show & Edit view of the attribute manager shows the new br distance attribute. You can
cross check the values: for each link, br distance plus br similarity should add up to 201.

Figure 52: New br distance attribute in the Show & Edit view of the attribute manager.

You accomplished the exercise :-)

You are now able to configure and manipulate attributes.
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Exercise 5: Transforming Links

The goal of this exercise is to merge the directed links between two nodes into one and make the network
undirected, since the similarity / distance of two nodes is the same no matter from which point of view.

Tasks

2 First of all, we want to get rid of the self-loops. Open the links menu in the visone menu bar and
click on delete loops.

Figure 53: Delete the links from a node to itself.

2 Next, switch to the transformation tab at the left of the network panel.

2 Select links as the level and choose merge as the operation.

2 Accept the default settings and click transform.

Figure 54: Merge the two directed links between any two nodes into one undirected link.

Result

2 The network panel shows the undirected, loop-free network.

You accomplished the exercise :-)

You are now able to transform links.
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Chapter 4

Network Analysis

4.1 Centralities

The general goal of a centrality measures is to provide a ranking of the nodes or edges, i.e. a node
centrality is a function that assigns a value to each node, so that the nodes can be ordered according to
this value. Centrality measures usually exploit the structure of the network and capture the structural
embedding of nodes or edges within the network. Centrality measures are also used in network clustering,
where the goal is to provide a grouping of nodes or edges.
To give basic example the degree centrality assigns to each node the number of links this node has with
other nodes, e.g. if a node has 10 links the node has degree centrality 10.
We will briefly outline the definition of two further example centrality measures, after which you will
compute them for your network through another exercise in visone .

Betweenness
The Betweenness of a node is defined as the number of times a node acts as a bridge on the shortest path
between two other nodes. Thus, nodes with high betweenness can be regarded as important waypoints
on the connections between other nodes, but also as bottlenecks in the network.

Closeness
The Closeness of a node is defined as the inverted sum of the node’s shortest paths to all other nodes in
the network. This means that nodes with a high closeness can reach all other nodes of the network in
fewer steps than nodes with a low closeness.
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Exercise 6: Computation of Betweenness and Closeness

The goal of this exercise is to compute node betweenness and closeness centrality for the sites of your
Maya network.

Tasks

2 Switch to the analysis tab of visone and choose the task indexing for node centralities.
Select betweenness as the index to be computed in percent. Make sure you set br distance as
the link length as indicated in figure 55.

2 Click the analyze button at the bottom of the analysis tab to run the computation.

Figure 55: Compute the node betweenness centrality based on br distance as link length in the
analysis tab of visone .

2 Next, again in the analysis tab of visone choose the index closeness to be computed in percent.
Make sure you set br distance as the link length as indicated in figure 56.

2 Click the analyze button at the bottom of the analysis tab to run the computation.

Figure 56: Compute the node closeness centrality based on br distance as link length in the analysis
tab of visone .
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Result

2 The Configure view of the attribute manager for nodes shows the two computed attributes
betwenness (%) and closeness (%) containing the centrality values.

Figure 57: The Configure view of the attributes manager for nodes shows two new attributes
betwenness (%) and closeness (%) containing the centrality values.

You accomplished the exercise :-)

You are now able to compute node centralities.

4.2 Clustering

Clustering in network analysis usually means to find a grouping of nodes based on the network structure,
such that there are many links within a group (high cohesion), but only few links between the groups
(low coupling). The methods typically assign each node to a cluster by internally

• optimizing a cluster quality function,

• determining the clusters according to specific properties, or

• revealing clusters by continuously editing the network (e.g. adding or removing links).

We will shortly outline Girvan-Newman Clustering, a clustering algorithm that makes use of the
edge betweenness centrality, which is similar to the node betweenness you already got to know before.
The algorithm can be described in 4 steps:

1. The edge betweenness of each edge in the network is determined, i.e. each edge is assigned with
the number of times the edge is part of a shortest path between any two nodes.

2. The edge with highest betweenness is removed from the network.

3. For the remaining edges the edge-betweenness is recomputed.

4. Steps 2. and 3. are repeated until there are no more edges left in the network.

The result of this process is a top-down dendrogram, i.e. starting from one cluster containing all nodes,
the clusters split while edges are being deleted until each node falls into a singleton cluster when no more
edges are left. Thus Girvan-Newman Clustering is a hierarchical clustering algorithm.
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Exercise 7: Girvan-Newman Clustering

The goal of this exercise is to produce a hierarchical clustering by applying the Girvan-Newman Clustering

(GNC) algorithm in visone . Since the current implementation is not able to consider the weights of links
(in our case the Brainerd-Robison similarity) but only the pure presence or absence of links, and our
network is complete, we will first filter out some links with low similarity before running the GNC
algorithm.

Tasks

2 Open the Filter view for links in the attribute manager of visone .

2 Set a filter for all links that have the attribute br similarity lower than 122.

2 Click on select in the lower left of the attribute manager to apply the selection.

Figure 58: Select all links for which the br similarity is lower than 122.

2 Delete the selected links by clicking Delete links in the links menu of the visone menu bar.

Figure 59: Delete the selected links from the network.
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2 Now switch to the analysis tab and choose the task grouping and class clustering.

2 Select girvan newman clustering (GNC) as the measure and make sure to have the same settings
as shown in figure 60.

Figure 60: Running the Girvan-Newman Clustering algorithm.

2 Click the Quick Layout button at the top right of the visone window.

Figure 61: Perform the quick layout of visone .

Result

2 The network panel shows a layout of your network containing the hierarchical clusters (light blue)
produced by the Girvan-Newman clustering algorithm.

Figure 62: Layout of your network with hierarchical clusters.

You accomplished the exercise :-)

You are now able to run clustering algorithms.
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Chapter 5

Network Visualization

So far you have seen how to load, edit, analyze and cluster networks. Another important block throughout
the exploratory analysis of networks is a proper visualization of your network and its attributes, especially
how to position nodes and how to map the attributes to visual variables of the visualization.

5.1 Mapping to Visual Variables

In general Visual Variables of a visualization are properties of the visualization elements which can
encode attribute values of the data. In network visualization typical visual variables are

• color of nodes and links

• brightness of nodes and links

• size of nodes

• width of links

• node positions

• node or link labels

• shape of nodes

• line style of links

• ...

You will now see how to map attributes of your network to visual variables throughout another exercise.
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Exercise 8: Mapping to Visual Variables

The goal of this exercise is to map the

• site names to the node labels,

• total number of sourced obsidian in a site to the size of the node,

• zone of a site to the color of the node, and

• Brainerd-Robison similarity to the color, width and z-Layer of links.

Tasks

2 Switch to the visualization tab of visone and choose the category mapping for type label and
property node label.

2 Select Site as the attribute, and apply the mapping by clicking on the visualize button at the
bottom right of the visualization tab.

Figure 63: Mapping the Site name to the node label.
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2 Now we want to map the total number of sourced obsidian per site (stored in the node attribute
Classic (n) of the data set) to the size of the nodes. Therefore set size as the type in the
visualization tab, and choose node area as the property.

2 Set the attribute to Classic (n), and perform the mapping by again clicking on visualize.

Figure 64: Mapping the total amount of sourced obsidian per site to the node size.

2 In order to map the zone of the site to the color of the nodes choose the type color and property
node color in the visualization tab.

2 Set the attribute to Zone and select the method color table.

2 Click on the color field of the first entry of the color table.

Figure 65: Open the color chooser dialog for the first entry of the color table.
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2 Switch to the tab RGB and set the alpha channel to 0.

Figure 66: Set the alpha channel to 0 in the RGB tab of the color chooser dialog.

2 Close the color chooser dialog, compare your settings to figure 67 and click visualize to apply
the mapping.

Figure 67: Apply the color mapping by clicking the visualize button.
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2 Now for the link color set the property to link color in the visualization tab.

2 Select the attribute br similarity and choose interpolation as the method.

2 Click the visualize button to perform the mapping.

Figure 68: Mapping the Brainerd-Robinson Similarity to color of links: the more intense the color, the
higher the similarity value.

2 Press and Hold the CTRL key on your keyboard and scroll down with your mouse-wheel while the
mouse pointer is within the network panel. This allows you to scale the node sizes keeping their
relative size in order to make the links more visible.

Figure 69: Scale down the size of the nodes by holding the CTL key on your keyboard and scrolling down
with your mouse-wheel in the network panel.
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2 In a similar way you can also scale the size of the node labels (hold CTRL + SHIFT instead) or link
widths (hold ALT instead).

Figure 70: Network with scaled nodes sizes, scaled node label sizes and scaled link width.

2 In order to scale the link width according to Brainerd-Robison similarity choose size as type and
link width as property in the visualization tab.

2 Set the attribute to br similarity and apply the mapping by clicking on the visualize button.

2 Next we want to bring links with higher similarity to the front, so choose z-Layer as type and
link z-Layer as property in the visualization tab.

2 Again set the attribute to br similarity and apply the mapping by clicking on the visualize
button.

Result

2 The network panel shows your hierarchically clustered network with attribute mappings to visual
variables and links representing higher similarity drawn on top of links with lower similarity.

Figure 71: The network panel shows the clustered network with attribute mappings.

You accomplished the exercise :-)

You are now able to map attributes to your visualization.
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5.2 Node Positioning

Positioning nodes is probably the most important aspect of network visualization, since this strongly
affects the readability of the data. Bad node positioning will lead to meaningless edge crossings or node
overlapping that will disturb the viewers perception. Also distances between nodes can serve as another
visual variable that can encode for example the weight of links. You will explore two ways of node
positioning through the final two exercises.

Exercise 9: Map Layout and Overlap Removal

The goal of this exercise is to create a map layout where we place sites according to their geographic
position on a map. We will further apply a technique to reduce overlap where sites are too close and
would hide each other in the visualization.

Tasks

2 Since the map layout in visone can currently not cope with group nodes as produced before by the
Girvan-Newman Clustering algorithm in Exercise 7, we need to remove them from the network.

2 Click delete all group nodes in the nodes menu of the visone menu bar in order to do so.

Figure 72: Remove all group nodes from the network.

2 Switch to the visualization tab of visone and choose the category mapping for type coordinates
and property geopgraphic (mercator).

2 Select longitude and latitude as provided in our Maya obsidian network and click visualize

at the bottom of the visualization tab.

Figure 73: Apply the map layout to place the site nodes according to their geographic position and
display a map view in the background.
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2 As you can see in figure 73 some sites are overlapping, so that it becomes hard to see their
labels. Therefore we will apply an overlap removal technique that slightly moves the nodes to
avoid overplotting.

2 Set the category to layout in the visualization tab and choose overlap removal for node

layout.

2 Select to append the node labels as shown in figure 74 and click the layout button at the bottom
of the tab in order to run the procedure.

Figure 74: Run the overlap removal technique.

Result

2 The network panel shows a map layout of your network where some sites are slightly shifted from
their geographic location to avoid overlap.

You accomplished the exercise :-)

You are now able to create a map layout for networks with geographic node attributes.
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Exercise 10: Stress Minimization

In the previous layout the node positions were predefined by their geographic location. This implicitly
determined the length of the links as the Euclidean distance between sites in the map projection.
We will now do it the other way round: we specify the Brainerd-Robinson distance as the desired distance
between nodes, and need to find a positioning of nodes to preserve the specified distances as good as
possible.
To achieve this we apply Stress Minimization, a process where the node positions are optimized towards
preserving the desired link lengths.

Tasks

2 Clear the map in the background by clicking clear background in the view menu of the visone menu
bar.

Figure 75: Clear the map in the background.

2 In the visualization tab select the node layout as the layout category and choose the method
stress minimization.

2 Choose attribute value as link length scheme and select the br distance attribute of your node
data.

2 Adjust the minimum and maximum link length to e.g. 100 and 300 as shown in figure 76.

2 Click layout at the bottom to run the algorithm.

Figure 76: Running Stress Minimization in visone .
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Result

2 The network panel shows a layout of your network where nodes are positioned such that the distance
between the nodes represents the Brainerd-Robinson distance.

Figure 77: Network layout by Stress Minimization on Brainerd-Robinson distance.

You accomplished the exercise :-)

You are now able to create distance-based network layouts.
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Chapter 6

Export

In exercise 1 you already exported a network to .PNG image via the export button in the visone menu
bar. .PNG (and .JPG) are formats that save your network to a pixel raster. The resolution of your image
has to be configured, and is then fixed. That means, when you zoom in, or when you include these
images in higher resolution publications these images can become pixelated.

Figure 78: Exporting a network to raster graphics (here: .PNG).

Therefore we recommend exporting your images into vector graphic formats, such as .PDF or .SVG,
such that the images keep a dynamic resolution and can scale with the final media (e.g. publication,
higher-resolution displays, etc.).

Figure 79: Exporting a network to vector graphics (here: .PDF).
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Chapter 7

Discussion

Figure 80 shows the network layout where node positions are determined such that link lengths represent
the Brainerd-Robison distance between sites (obtained by Stress Minimization). The black borders show
the hierarchical clusters produced by Girvan-Newman clustering. While pink and most of the green sites
nicely fall into separate clusters, the situation for the remaining sites is a bit more fuzzy. However, the
layout suggests that the green site Las Lomas rather clusters with the yellow sites, thus being more
similar to these and probably an important factor in bridging the two clusters. Other interesting sites
are the blue Lubaantun and yellow Nohmul since they do not cluster with their geographic neighbors as
reflected by the color. The geographic layout in Figure 81 suggests, that Nohmul might be falsly classified
as yellow, since its geographic location is clearly closer to the violet sites. However, it remains an open
question why Lubaantun is highly similar to 2 out of 4 violet sites, while not even being connected to
the other 2. We could theorize that Lubaantum made use of sea routes to interact with allied violet
coastal sites. A similar hypothesis could be made for the other two blue sites allying with Nohmul, Ek
Luum and Colha. The overall impression is that there is high interaction among northern sites, while
south east and south west don’t show any similarities, possibly due to the sprawling mountain landscape
between that did not allow for interaction.

Figure 80: Node positioning by Stress Minimization. Clusters are computed with the Girvan-Newman
clustering algorithm. Node distances represent Brainerd-Robinson distance between the re-
spective sites. Node are colored by geographic zones. Node size encodes the absolute number
of sourced obsidian. Link width and color intensity represent Brainerd-Robinson similarity.

Figure 81: Node positioning by geographic coordinates of the respective sites. Node size encodes the
absolute number of sourced obsidian. Link width and color intensity represent Brainerd-
Robinson similarity.
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Chapter 8

Other Software Resources

Pajek (http://pajek.imfm.si/doku.php)
Up to date set of analysis techniques, can handle large networks, good manual and supporting documen-
tation, less easy to use than UCINET, includes some specific features not included in UCINET (Triad
counts; nice matrix graphs; graphs automatically separating components).

UCINET (http://www.analytictech.com/ucinet/)
Up to date set of analysis techniques, good supporting documentation, great for converting to different
network data formats. See handout network analysis practical 2.

Cytoscape (http://www.cytoscape.org/)
Poor documentation, user-friendly interface, easy analysis. See handout network analysis practical 1.

Gephi (http://www.gephi.org/)
Verry pretty visualisation, poor documentation, user-friendly interface, manual modification of layout
algorithm settings.

Grass and ArcGIS (networkAnalyzer)
Have some network features. Can be used to produce visibility networks, least-cost paths, etc.

Processing (http://www.processing.org/)
visualization and animation, programming skills needed.

Mathematica (http://www.wolfram.com/mathematica/new-in-8/graph-and-network-analysis/index.
html)
TODO

Matlab (http://www.levmuchnik.net/Content/Networks/ComplexNetworksPackage.html)
TODO

R (http://igraph.sourceforge.net/doc/R/00Index.html)
You can do basically anything you want if you can be bothered to code it, some great network analysis
libraries (network, sna, Rnetworks, igraph, ergm, networkDynamic, Rsiena, statnet, tnet).

Sci2 (https://sci2.cns.iu.edu/)
TODO

Network workbench (http://nwb.cns.iu.edu/)
TODO

Excel and NodeXL (http://nodexl.codeplex.com/)
Everyone knows how Excel works, now you can use it to make networks.

Python (http://networkx.lanl.gov/, http://igraph.sourceforge.net/)
TODO

TRACER (http://mbuechler.e-humanities.net/tracer/)
A text re-use tracing software

Blocks
free separate program for blockmodeling - very good at it, does nothing else. Result pages somewhat
cumbersome, but very good documentation
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